
3/20/23, 4:00 PM Gradient-Based Swarm Optimization for ICA | SpringerLink

https://link.springer.com/chapter/10.1007/978-981-13-1708-8_21 1/8

Gradient-Based Swarm Optimization
for ICA

Rasmikanta Pati , Vikas Kumar & Arun K. Pujari 

Conference paper First Online: 18 December 2018
418 Accesses 2 Citations

Part of the Advances in Intelligent Systems and
Computing book series (AISC,volume 713)

Abstract

Blind source separation (BSS) is one of the most

interesting research problems in signal processing.

There are different methods for BSS such as

principal component analysis (PCA), independent

component analysis (ICA), and singular value

decomposition (SVD). ICA is a generative model of

determining a linear transformation of the observed

random vector to another vector in which the

transformed components are statistically

independent. Computationally, ICA is formulated as

an optimization problem of contrast function, and

different algorithms for ICA differ among
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themselves on the way the contrast function is

modeled. Several optimization techniques such as

gradient descent and variants, fixed-point iterative

methods are employed to optimize the contrast

function which is nonlinear, and hence, determining

global optimizing point is most often impractical. In

this paper, we propose a novel gradient-based

particle swarm optimization (PSO) method for ICA

in which the gradient information along with the

traditional velocity in swarm search is combined to

optimize the contrast function. We show empirically

that, in this process, we achieve better BSS. The

paper focuses on the extraction of one by one

source signal like deflation process.
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